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Quantum Analogue of Ermakov Systems
and the Phase of the Quantum Wave Function

R. S. Kaushal

Received September 21, 1999

Based on the multidimensional Ermakov theory, a general result that relates the
Schrodinger equation and the Milne equation in terms of a space invariant is estab-
lished. Using this result not only the role of phase in the Wigner function approach to
guantum mechanics is demonstrated but also a better explanation for the Aharonov—
Bohm effect is sought in terms of a fundamental phase and the matter-field-coupling
current. The existence of a similar space invariant is also emphasized for the nonlinear
Schrodinger equation.

1. INTRODUCTION

Although there are many situations when quantum mechanical results reduce
to the classical ones as a limiting case, relatively fewer routes and inroads from
classical mechanics into the quantum domain have been discussed in the literature.
In this regard, while the path integral approach in terms of the Feynman propagator
has been known (Khandekar and Lawande, 1986) for a long time now, the use of
Hamilton—Jacobi theory (Ghose, 1998) and the topological concept of connected-
ness with regard to the double-slit experiment (Varma, 1998) have been discussed
recently. The aim of this paper is to provide an altogether different route, not so
well known thus far, which is through the classical mechanics of time-dependent
(TD) harmonic oscillator.

In Section 2, we present the quantum analogue of the classical Ermakov
system with reference to the TD harmonic oscillator. Based on this, we establish a
general result in Section 3 for one-dimensional Schrodinger equation (SE). Here,
applications of this result are demonstrated for the Wigner function approach to
guantum mechanics (QM), and they are hinted for several other physical problems.
In Section 4, a generalization of this result to the three-dimensional case is carried
out and the applications are further demonstrated with reference to the use of
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nonlinear Schrodinger equation (NLSE) and the studies of Aharonov—Bohm (A-B)
effect.

2. QUANTUM ANALOGUE OF ERMAKOV SYSTEMS

Ermakov (1880) originally suggested a connection between the solutions
of a pair of coupled differential equations. Ray and Reid in a series of papers
(Ray and Reid, 1979a,b; Reid and Ray, 1979, 1982) and several others (Athorne,
1991, Eliezer and Gray, 1976; Kaushal and Korsch, 1981; Leach, 1991; Lewis and
Riesenfeld, 1969; Lutzky, 1980) have exploited such a connection in the studies
of TD harmonic oscillator and its possible generalizations.

It is well known that the TD harmonic oscillator described by

X (t) + w?(t)x =0, (1)

admits an Ermakov invariant (Athorne, 1991, Eliezer and Gray, 1976; Kaushal and
Korsch, 1981; Leach, 1991; Lewis and Riesenfeld, 1969; Lutzky, 1980; Ray and
Reid, 1979a,b; Reid and Ray, 1979, 1982)

| = cA(x/p)* + (Xp — xP)? @)
where the auxiliary variablg(t) satisfies the Milne equation
p )+ w*(t)p =/’ ®3)

Korsch and his coworkers (Korsch and Laurent, 1981; Koeselh, 1982) and also
Lee (1982, 1984) noticed an interesting and striking similarity between Eq. (1) and
the stationary state SE.

¥ (X) + K2 () ¥ (x) = O, (4)

merely by identifyingx, t, w in (1), respectively, by, X, k in (4). In this new
description, although Eqgs. (2) and (3), respectively, take the forms

K =c*(y/A? + (W' A-y Ay (5)
and

A"(x) + K3 (x) A(x) = ¢/ A%(x), (6)
Korsch et al. (Korsch and Laurent, 1981; Korsat al, 1982) emphasize the
connection between the solutions of (4) and (6) as

X
¥(x) = NA(X) sin (c/ A%(x')dx — 8), (7)
and the new quantization rule (called Milne’s quantization condition) as

C/ Afz(x)dxz(n_‘_l)f[’ n=0,1,2,..., (8)

o0
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of which the WKB quantization condition turns out to be a special case. Several
other applications of these results are discussed by Kaseth (Korsch and
Laurent, 1981; Korschket al., 1982) and Lee (1984). Note that ndwis a space
invariant that satisfiesdK/dXY = 0, and Egs. (4)—(6) clearly are the quantum
analogue of Ermakov system of equations (1)—(3).

Recently, we have shown (Kaushal and Parashar, 1996) that such an ad-hoc
identification of classical quantities t, andw is not at all necessary to obtain the
SE (4) and other structures (5) and (6); rather the SE (4) itself admits a class of
solutions of the type (7), which in turn provides the space invariant (5) and the
Milne equation (6) in a natural manner. Not only this, within this framework both
Schrodinger QM and supersymmetric QM are shown to have their roots in what
is known as Riccati equation.

3. A GENERAL RESULT AND ITS APPLICATIONS

Considering these developments as well as the merit and magnitude of ap-
plicability of these concepts, a general result in one dimension can be stated as
follows.

Theorem 1. If ¢r(X) satisfies the SE,

¥() +KX) ¥ (x) =0, K¥(x) = 2m[E — V(x)]/h?, 9)
and differs from a real functiogy(x) by a phase factor, that is,
X d /
¥ (x) = vo(x) expll f(x)], f(x)=C w—x (10)
0
thenyo(x) satisfies the Milne equation (Kaushal and Parashar, 1996)
Vo (%) + K2(x) Yo(x) = C?/¥5(x). (11)
and there exists a functional invariant,
K = CXy/¥0)* + (bov' — vi¥)*, (12)

with respect to the space variable x.

Proof: Using the ansatz (10) in (9), and then equating the real and imaginary
parts in the resultant expression to zero, one obtains

Wi+ [K3(X) — £] o = 0,
Yo f” + 2f'y) =0.
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Here the integration of the second equation while immediately yields

C X dx

f'=— o f=C/[ =%,

Y5 0
with constant of integration taken as zero, the use of this forh(gj in the first
equation provides the Milne from (11). Further, the eliminatiokgk) from (9)
and (11), and subsequently the integration of the resultant expression (after using
the integrating factor 2y — ¥oy')) yields the invariant (12). O

Also note that results (11) and (12) remain unchanged even if one uses the
ansatz

¥(X) = Nvjo(x) sinf(x),

instead of (10). In this case, however, one has to equate the coefficients of orthog-
onal sine and cosine functions to zero.

Recallthata similar prescription was used (Holland, 1993) in the alternative de
Broglie—Bohm interpretation of the QM in which, using a transformation similar to
(10), the SE is replaced by two equations; one turns out to be the Hamilton—-Jacobi
equation with the quantum potential and the other is the continuity equation for the
probability. In the present case, however, the space invariant (11) and the Milne
equation (12) are obtained. One can as well look for a possible link between the
invariant (10) and the quantum potential of the de Broglie—Bohm theory (Holland,
1993).

As an application of Theorem 1, we discuss here a method that helps in
accounting for the phase in the Wigner function approach to QM. As a matter
of fact the Wigner functioW(x, p), defined as a particular type of phase space
density, however, reduces to position or momentum probability densities after
integrating overp or x variables, respectively. Somehow the role of phase in its
use in physical problems was not transparent. In the spirit of Theorem 1, one can
as well write the stationary stati(x) satisfying the SE (9), in the form

¥ (X) = v/11(x) expll f1(x)]. (13)

wherely(x), defined byl1(x) = [ 'W(x, p) dp(Manfrediet al,, 1993), is assumed
to be positive. Using (13) one can immediately obtain the Ermakov-type space
invariant as

2
= {20200+ 110000 - Sue0n| | 1o, a)

where the phase functiofi(x) is given by

fi(x) = Cy f [130¢) Y d¥.
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Similarly, if one writes the momentum wave functigr{p), as

¥ (p) = v/12(p) expli f2(p)], (15)

where/(p) satisfies the one-dimensional SE,
[d*y*(p)/dp’] + a*(P)¥(P) = O,

with g2(p) = [2(E — p?/2m)/xh?], andly(p), defined bylo(p) = [ W(x, p) dx,
is assumed to be positive, then an Ermakov-type invariant with respect to the
momentum variable can also be written as

N 5 . 2
%= |z + | i - iene] | /e, ao)
where f5(p) is given by
f2(p) = Co / [12(p)]* dp.

Here the primes o and I; indicate differentiation with respect to the corre-
sponding argument and the replacement— i h(d/dp) is used in the potential
V(x) = (1/2)x x?. Unfortunately, such a position-momentum symmetry in the
SE is restricted only to this harmonic oscillator potential, which again gives rise
to the Gaussian form of the wave packet—a concept often used in illustrating the
viability of Wigner functions in various phenomena. Although the utility of Wigner
function approach to QM is limited mainly to the situations where the phase of the
wavefunction is not important, insteadt |2 is sufficient for this purpose, but the
multidimensional Ermakov theory brings in the role of phase in this well-known
approach and thereby enriches its domain of applications.

Another application of the above general result has beeninvestigated (Kaushal,
1998) in the context of Tolman—Oppenheimer—\Volkoff theory of stellar structure
(Weinberg, 1972). Here, by converting the Riccati-type pressure equation into a
Schrodinger-like equation, the existence of a space invariant is shown (Kaushal,
1998) in the theory. This invariant is supposed to provide a check on the variety
of equations of state obtained from different models and used to study the stabil-
ity of stellar objects in recent times. Also, one can as well use the present result
to investigate the Wheeler—DeWitt equation with reference to the cosmological
singularities (Kim, 1997; Weinberg, 1972) of the universe.

4. GENERALIZATION TO THREE DIMENSIONS AND APPLICATIONS

With a view to explore further applications of the general result of Section 3,
a straightforward generalization to three dimensions can be carried out and the
same can be stated (Kaushal, 1996) as follows.
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Theorem 2. If y(X) satisfies the SE,
[VZ 4+ KPX)] v (X) =0, k*X)=2m[E — V(X)]/h? (17)

and differs fromyo(X) by a phase factor, viz.,

¥ (X) = Yo(X) expli f(X)], f(X)=f= X c;#_(élx/, (18)
thentro(X) satisfies the Milne equation
[V2 + K] (%) = € /v3), (19)
and correspondingly there exists an Ermakov-type functional invariant
K = 62(%)2 + WoTY — ¥ 9P, (20)

with respect to the space varialte HereC is a vector constant.

Proof: As before, using ansatz (18) in (17) and subsequently equating the real
and imaginary parts of the resultant expression separately to zero one obtains,

V2o — (V £)*0 + K290 = 0, (21a)

(V2f)o + 2V f - Vo = 0. (21b)

Equation (21b), when expressed¥s (y2V f) = 0, impliesy2V f = constant
(sayC). On the other handj2V f can also be expressed as the curl of a vector

function G. Although the uniqueness of the solution of (21b) demavids G =
C, a general choice could be

Y2vE = C + Cy(V x G), (22)

whereC; is a scalar constant and we choose it to be zero for the moment. This

leads to

®) C.dx
Ve

Use of this form ofV f in (21a) will immediately yield the Milne equation (19).
Now eliminatek?(X) from (17) and (19) and this will provide the expression

YV — Y2y = —C2 (/).

which, after using the integrating factor, yields the functional invariant (20) as
before. O

Vi=C/y or f=/ (23)

An important theme of this theorem is that there exists a built-in phase of
fundamental nature in the quantum wave function (QWF) and the same can be
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attributed to the forces that are not accounted for by the potevitigl in (17).
Here the existence of the invarialitis basically the manifestation of this funda-
mental phase. This is not surprising. However, a situation similar to this, without
recognizing the existence #f, is in fact, known in anyon field theory where the
nonlocal interactions due to the exchange potential, not accounted f@(y
manifest through the phase in the wave function.

Next we demonstrate the existence of an Ermakov-type functional invariant
for (@) NLSE and (b) SE for a charged particle moving in a magnetic field. The
role of the derived space invariant in these cases is expected to manifest in the
theoretical understanding of the concerned physical phenomenon. For example,
the study of case (a) could be helpful with reference to the recent applications
(Dixon et al,, 1992; Gagnon and Winternitz, 1988, 1989; Tuszynski and Dixon,
1989a,b) of the NLSE, and that of (b) can provide a better (and perhaps more
plausible) understanding of the A-B effect.

(a) Nonlinear Schrodinger Equatiorn three dimensions, the TD NLSE can
be written as

L 1
i hﬁ = ol — Evzw + FoW W . (24)

The TD part can be separated by performing the well-known transformation
W(X, 1) = y(xX)e v/, (25)
This leads to an equation of the form
VY (X) + 2(v1 — vo)¥ (X) — 2Foly|*y = 0. (26)

For the solution of (26), now make an ansatz similar to (18). Although this im-
mediately provides the space invariant (20) by eliminating the terms (o), as
before, it yields a nonlinear equation fgg as

V240 + 2(v1 — vo)¥o — 2Foyd = C2/y, 27)

whereC; in (22) is again assumed to be zero. Note that the differential equation (27)
is more complicated than the Milne equation (19) in spite of the fact that it now
involves only constant coefficients.

(b) Aharonov—Bohm effecifhis well-known effect (Aharonov and Bohm,
1959; Bohm and Hiley, 1979), observed experimentally (Chambers, 1960) and
now discussed in several textbooks (Ballentine, 1990; Ryder, 1986; Sakurai, 1984),
deals mainly with a shift of (or some effect on) the interference pattern of two
electron beams in the double-slit experiment in the presence of a nonvanishing
magnetic field but localized only in a region that does not intersect with the path
of the electron beams. In fact, the position of the fringes within diffraction pattern
shift systematically as the magnetic flux is varied, but their intensities change
simultaneously so that the centroid of the diffraction pattern does not move.
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Note that there is no explanation of this effect in terms of the classical Lorentz
force; it has been understood only at the qunatum level and that too in terms of the
phase of the wavefunction appearing in the form of a line integial d¢, whereA
is the vector potential. In relation to a complete understanding of the experimental
results, it seems that the appearance of this phase in the QWF explains only the shift
of the interference fringes and for the variation of their intensity something more is
required in the existing theoretical framework. An account of the electromagnetic
angular momentum, on the lines of Peshkin (1981), can also be only a partial
explanation for this purpose. In what follows, we assume that the QW(K)
attains a phasd (X) and becomes/(X) due to the presence of some spurious
interactions that are not accounted for by the potential term in the SE. This may
very well be due to limitations of the measuring instrument or else can be attributed
to the nonlocal nature of the underlying interactions. In this case, one cannot expect
any visible effect as such at the classical level sino&)|? = |o(X)|%; however,
at the quantum level there could be manifestations of such a phase in terms of an
Ermakov-type functional invariant.

For a charged particle moving in a magnetic field, the Hamiltonian can be
written as

2
H:i<§—§2\> +eh. (28)

whereAq(X) is the scalar potential and(X) = e Ay(X), and the corresponding SE
takes the form

. 2
(v-%?)mﬂ+ﬁ®w®=a (29)

For ¥ (X) we again make an ansatz as before, that is,
P(X) = o (X) expli f(X)], (30)

but nowro(X) corresponds to the case when the fiBlek 0 andV (X) remains the
same ag Ay(X). Since
e

(v - L_ecz\>qf(;<) = |:V1//o + i<Vf — hcA)‘/’O] exp(f),  (31)

the requirement that the operat® ¢ (i e/hc)A) while operating onl(X) leaves

the phase factor intact—a condition necessary for preserving the gauge invariance
at the quantum level—will demand that the imaginary part in the bracket on the
right-hand side (RHS) of (31) must identically vanish, leadingtd,= (e/hc) A,

which implies

f(%) = hic / AR) - dX. (32)
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Interestingly, thisis the standard form of the phase usually discussed (Aharonov and
Bohm, 1959; Ballentine, 1990; Bohm and Hiley, 1979; Chambers, 1960; Peshkin,
1981; Ryder, 1986; Sakurai, 1984) in the context of A-B effect and also connected
with the gauge transformation. Let us see what happens \/\f%elfl([e/hc)ﬁ\]2
operates o (X) [this is what is actually needed in (29)]. In other words, the use
of (30) in (29) after separating the real and imaginary parts implies

2 2 € N e x
Vo + | = (7000 + eVt Ao+ (R 1)

N2

T R Yo+ kz%ﬁo} =0, (33a)
2 _ 2% V. Ay
V3 Yo+ 2V V- —A-Vip— —V-Ayo=0  (33D)

Equation (33b), in general, immediately yields

1 - . e -
V= w—g(C+C1V x G)+ A (34a)
or
_[[C+CVvxC)  e~_T .
f_/[ 72 + o ARX) | - dX, (34b)

and with thisform ofv f , Eq. (33a) reduces to the Milne equation, same as (19) but
for the yro(X) defined now in ansatz (30). However, the functional form appearing
on the RHS of (20) is no more a space invariant; it is now given by

2o/ W\? —2i v
V[Cz(%) + (YoVW — \wwo)z} - h—‘Lelpgv(%)

x [v - (Aw) — L—i/izqf}, (35)

whereC,, for simplicity, is chosen to be zero. It may be mentioned that while the
second term in the phase (34b) is in accordance with the gauge invariadce of
(28) and also it is in conformity with the kinetic term in it, in the form (32) it has
very widely been used (Ballentine, 1990; Ryder, 1986; Sakurai, 1984) to find an
explanation of the A-B effect. However, the appearance of the first term in (34b) is
the consequence of Theorem 2 and has not been discussed earlier in the literature
to the best of my knowledge.

The fact that the RHS of (35) in the present case turns out to be nonzero,
can be attributed to the occurence of the A-B effect. Alternatively, Eq. (35) can be
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written in terms of another functional invariat, as

_ 2ie X 3,0/ P ie -2 / v o /
K_K+TE/‘%W{V'MM—H#“4V<%)W’ (35)

where
1A% 2
X =C <%> + (YoVV¥ — WVir)?, (36)

and note thak reduces tdK for A = 0.
Clearly, the condition for the nonvanishing of the second term on the RHS of
(35) is not only A(X") # 0 but alsoA(x") should be in conformity with

V' . (AD) #£ L—ecﬂ. (AD), (37)

that is, if we define a matter-field-coupling curréni: AU, then the divergence

of this current should overbalance the self-interaction or the sourceTten&]

In other words, it is the matter-field-coupling current of nonlocal nature, which
comes into play in the presence éjarld is the cause of the A-B effect. Consider
the situation wheW’ - j = (ie/hc) A- j, butA # 0. Inthat case there will be A-B
effect mainly due to the presencewf(in place ofy) in (36). However, ifA = 0,
there will not be any A-B effect. Thus, in addition to the necessary condition,
A # 0, for the occurence of the A-B effect, the condition (37) is a sufficient
condition, which perhaps can be useful in explaining the intensity distribution of
the interference fringes.

Now the question arises whether we can have a nonlocal vector potential
corresponding to a local fiel@. In view of Theorem 2, the answer is yes. In
fact, the applied§ in the double-slit experiment leading to the fldx= | B.dS,
corresponds to whole of the phase (34b), which after using the Stokes theorem,
would imply

B=V x A (38a)
where
. ¢ e .
= —+ —A 38b
Aett 72 + he (38b)

It is interesting to note that the first term in (38b) can give rise to the nonlocal
contribution, whereas the second term contributes only locally due to the presence
of the sameB. This is mainly because tHé-operator and the argument ¢f in

the first term of (38) belong to different but related coordinate systems, which,
however, is not the case with the second term. Moreover, the appearance of the
term (V x G) in (38b) [without choosing; as zero in (22)] will further bring in

the nonlocal character.
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Finally, a remark about the quantization condition is worth mentioning. Fol-
lowing the earlier works (Kaushal and Parashar, 1996; Korsch and Laurent, 1981;
Korschet al, 1982; Lee, 1982, 1984), now it is not difficult to derive a new quan-
tization rule in the present context. In fact, the single-valued nature of the QWF
would demand that the phasdcf. Eq. (34b)] has to be an integral multiple of 2
and thus leads (assumigy = 0) to

°° (Cy e
—+ —A|dx=Mn+1)r, n=0,1,2,..., 39
[ (G an) e o
along each degree of freedom. This is some sort of a modified version of the Milne
guantization condition (Korsch and Laurent, 1981) in the presence of magnetic
field. However, the flux quantization (see, e.g., Sakurai, 1984) condition for the
field B defined through (38) remains intact.

5. CONCLUDING DISCUSSION

A study of the quantum analogue of the classical mechanics of time-dependent
harmonic oscillator (called multidimensional Ermakov theory in the literature)
has led to a general mathematical result established here in the form of a theorem.
Although only a few applications and implications of this theorem are demonstrated
here in one and three dimensions, several others are worth investigating. In brief,
the scope of applications of this theorem, in general, can be stated as follows: If
the theoretical understanding of a physical phenomenon involves the Schrodinger,
nonlinear Schrodinger, Riccati or Milne (or the likes) equation, a space invariant
exists for the system whose role with reference to the measurable quantities in
that phenomenon vis-a-vis the geometry of the system cannot be ruled out. As
far as the solution of the corresponding underlying nonlinear differential equation
is concerned, the same can either be handled analytically or numerically without
affecting the physical content of the problem. Moreover, the existence of such a
space invariant appears to be a common feature of coupled differential equations,
particularly the ones investigated (Roy, 1988) in the context of one-dimensional
Dirac equation or the ones which appear in the theory (Yurke and Stoler, 1995) of
optical experiments performed to test the Bell inequality/EPR paradox.

The theorem suggests the appearance of a fundamental platiee QWF,
which can be attributed to some unaccounted nonlocal interactions and manifests
through the invarianK with respect to the space variable. Following Eliezer and
Gray (1976), if one accepts the interpretatiorkofs the angular momentum in a
projected two-dimensional plane (which, of course, in the present case is a function
space), then the errors in the measuremenks ahd f (denoted byAK andAf,
respectively) can be assumed to be related through the Heisenber-type uncertainty
relation,

AK - Af ~ h. (40)



846 Kaushal

This, of course, sets the limit on the simultaneous measuremersasfd f.
Although we do not derive relation (40) as such here, but it may be mentioned that
in the case of quantized radiation field the observables corresponding to the phase
(¢) and number i) operators satisfy (see, e.g., Sakurai, 1984) an uncertainty
relation of the typeA¢ - AN > 1. Interestingly, what relation (40) represents is
the analogue to this result in the Schrodinger QM. Alternativiglygan also be
interpreted (Kaushal and Parashar, 1996) as an invariant-energy-functional in the
function space ofy and.

ACKNOWLEDGMENTS

The author wishes to thank Dr. D. Parashar for a critical reading of the
menuscript.

REFERENCES

Aharonoy, Y. and Bohm, D. (195%hysical Reviewt 15, 3.

Athorne, C. (1991)Physics Letterd 59A, 375.

Ballentine, L. E. (1990)Quantum Mechani¢$rentice Hall, Englewood Cliffs, New Jersey, p. 220.

Bohm, D., Hiley, B. J. (1979Nuovo Ciment®2A, 295.

Chambers, R. G. (1960physical Review Lettels 3.

Dixon, J. M., Kelly, M., and Tuszynski, J. A. (199Bhysics Letter&\170, 77.

Eliezer, C. J. and Gray, A. (1976AM Journal of Applied Mathemati&®, 463.

Ermakov, V. (1880)Univ. Izv. Kiev Series 119, 1.

Gagnon, L. and Winternitz, P. (1988purnal of Physics A: Mathematical and Genegd| 1493.

Gagnon, L. and Winternitz, P. (198®hysical ReviewA39, 296.

Ghose, Partha (1998). Uncertain reality: The quantum world view at seveRtgdnint. Symp.Ranjit
Nair and P. Mittlestaedt, eds., New Delhi, India, Jan. 5-9, 1998.

Holland, P. R. (1993)The Quantum Theory of Motipambridge University Press, Cambridge.

Kaushal, R. S., and Korsch, H. J. (19819urnal of Mathematical Physi@2, 1904.

Kaushal, R. S. (1996). Winger functions. Schrodinger quantum mechanics and multidimensional
Ermakov theory. IfProc. WIGSYM-95T. H. Seligman, ed., World Scientific, Singapore, pp. 131—
135.

Kaushal, R. S. and Parashar, D. (199®urnal of Physics A: Mathematical and Gene28| 889, and
the references therein.

Kaushal, R. S. (1998Flassical & Quantum Gravity5, 197.

Khandekar, D. C. and Lawande, S. C. (198®)ysics Report$37, 115, and the references therein.

Kim, S. P. (1997)Physics Letters 236, 11.

Korsch, H. J. and Laurent, H. (198Tpurnal of Physics B: Atomic and Molecular Physiat 4213.

Korsch, H. J., Laurent, H., and Mohlenkamp, R. (1988urnal of Physics B: Atomic and Molecular
Physicsl5, 1.

Leach, P. G. L. (1991physical Letterd 58A, 102.

Lee, R. A. (1982)Journal Physics A: Mathematical and Genetdl 2761.

Lee, R. A. (1984)Journal of Physics A: Mathematical and Genetdl 535.

Lewis, H. and Riesenfeld, W. (196Qournal of Mathematical Physick), 1458.

Lutzky, M. (1980).Physics Letter§8A, 301.



Quantum Analogue of Ermakov Systems 847

Manfredi, G., Mola, S., and Feix, M. R. (1998uropean Journal of Physid<}, 101, and the references
therein.

Peshkin, M. (1981)Physics ReporB0, 375.

Ray, J. R. and Reid, J. L. (1979&)hysics Letterg 1A, 317.

Ray, J. R. and Reid, J. L. (1979Physics Letter§4A, 23.

Reid, J. L. and Ray, J. R. (1979purnal of Mathematical Physic0, 2054.

Reid, J. L. and Ray, J. R. (1982purnal of Mathematical Physic3, 503.

Roy, C. L. (1988)Physics Letter&\130, 203.

Ryder, L. H. (1986)Quantum Field TheoryCambridge University Press, p. 101.

Sakurai, J. J. (1984Advanced Quantum Mechanj@sddison-Wesley, p. 16.

Tuszynski, J. A. and Dixon, J. M. (1989dpurnal of Physics A: Mathematical and Gene22| 4877,
4895.

Tuszynski, J. A. and Dixon, J. M. (1989t5)hysics Letters A40, 179.

Varma, R. K. (1998). Uncertain reality: The quantum world view at sevenBrdi. Int. Symp.Ranjit
Nair and P. Mittlestaedt, eds., New Delhi, India, Jan. 5-9, 1998.

Weinberg, S. (1972)Gravikation and Cosmologylohn Wiley, New York.

Yurke, B. and Stoler, D. (1995pPhysical ReviewA51, 3437.



